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1 Introduction

While there remains a certain amount of uncertainty about
the architecture of future exascale systems, it is generally
accepted that they will mark a significant departure from
current hardware designs. In particular it is expected that
exascale architectures will exhibit a much greater degree
of heterogeneity both at the hardware level as well as in
the software that is executed on each compute node. Ad-
ditionally, it is likely that more functionality will need to
be localized on each compute node due to power and per-
formance constraints. As a result, exascale system soft-
ware will be tasked with handling a much larger number
of responsibilities than currently exist. For example, it
is reasonable to anticipate that an exascale compute node
will need to execute a given application’s computational
kernel across a number of different hardware processing
components (such as GPUs, and lightweight CPU cores),
while at the same time managing application data and
checkpoints on local storage devices and performing in-
situ analysis and visualization. Each of these tasks repre-
sent significantly different workloads and behaviors and
achieving scalable performance requires an environment
optimized for each of them.

Petascale system architectures have provided optimized
environments for each task by providing specialized com-
ponents (such as compute nodes, I/O nodes, and visual-
ization clusters) dedicated to a specific set of functions
and workloads. These components are separated not just
physically but also at the system software layer, with each
task running a specialized OS environment. However,
with the consolidation of these tasks in exascale systems,
it will no longer be possible to easily optimize each com-
ponent individually and in isolation. This is of particular
concern given the different, and often conflicting, require-
ments of the set of applications making up an exascale
workflow. For instance, while lightweight kernels are suit-
able for computational tasks, they are not well suited for
I/O or management roles. Exascale system software envi-
ronments will thus need to provide a unified environment
that meets the requirements for a widely divergent set of
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Figure 1: A hypothetical multistack environment.

tasks.
The position of this paper is that no single system soft-

ware stack is capable of addressing all of the requirements
for every workload executing on a local node. Therefore
we believe that future exascale systems should embrace
a partitioned multistack approach to system software,
wherein multiple specialized system software stacks ex-
ecute in parallel and directly manage disjoint sets of hard-
ware resources. Such an approach would enable each
workload running on a single exascale node to utilize
an appropriate system environment specifically tailored
to its behavior. For instance, a hypothetical node would
be able to host a stripped down Linux environment on a
small set of cores to handle managerial functions, while
a lightweight kernel hosts an HPC application on a sep-
arate set of CPU cores and in-situ analysis is performed
in a heavy weight Linux environment in another resource
partition. Each of these environments would manage re-
sources directly without interference from the other sys-
tem software stacks and interact only for high level coor-
dination. An example of such a system configuration is
shown in Figure 1.

2 Challenges
It is important to note that the high level approach we are
proposing is not a complete departure from current ar-
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chitectures of petascale systems, and many of the same
mechanisms would be directly applicable to our proposed
approach. Techniques such as I/O and system call for-
warding are already well established to deal with the dis-
tributed nature of current supercomputing architectures,
and we believe that the same approaches will still apply
(albeit locally instead of over a network). However, while
at a high level it might appear that our approach simply
consolidates existing environments on the same node, we
believe that there exist several challenges that need to be
addressed and design decisions that should be revisited.
In particular, resource management and allocation as well
as cross stack communication pose a new set of problems
not present in current system architectures.

Resource Management and Allocation Historically,
supercomputing environments have avoided the over-
heads of multiplexing local resources, and instead focused
on exposing as much of the hardware resources as possi-
ble directly to an application. Exascale systems, however,
will likely remove this luxury and force system software
to be much more proactive in how local hardware is man-
aged. Our proposed approach addresses this challenge
by isolating applications into separate partitions with their
own OS environment to directly manage a set of resources
allocated at a very coarse grained level. In our vision, a
resource management layer will operate on large blocks
of resources that are allocated to a given OS instance to
manage on its own. We envision these resource blocks
to include large chunks of contiguous physical memory,
entire CPU cores or even sockets, and also entire I/O de-
vices. Such an approach would allow the system to par-
tition an exascale system with very little overhead, and
tailor its configuration to specific applications.

Cross Stack Communication The second key chal-
lenge to address is how to enable the communication and
sharing of data between OS partitions (the dashed lines
in Figure 1). While existing systems have relied pre-
dominantly on network communication to achieve this, a
new localized architecture will require significant changes
to these approaches. New communication channels and
primitives will likely be needed to fully exploit the under-
lying hardware. We believe that new approaches should
be explored to enable communication, coordination, and
data sharing between local OS partitions, in a way that
exploits the connectivity of local hardware and is easily
accessible to application developers.

3 Existing Work
Previous work by ourselves [2] and others [1] have ex-
plored and demonstrated the ability to provide isolated re-
source partitions to separate OS environments. In fact,
when coupled with specialized OS architectures, such as
lightweight kernels, these environments are capable of
outperforming the host OS itself. For these experimen-
tal environments, the key enabler has been the availability
of virtualization features in the hardware. Virtualization
provides a natural approach to resource partitioning and
allows lightweight resource managers to easily partition
and assign large slices of the underlying hardware. Our
previous work with the Palacios Virtual Machine Mon-
itor [3] has also demonstrated the capability of deploy-
ing large scale virtualized environments on modern su-
percomputing platforms with minimal overhead [4, 5].

While we believe that virtualization holds great
promise as a technique for managing the complexity of
exascale systems, it is likely that full support for virtu-
alization will not be present throughout all the hardware
components of an exascale node. As exascale systems
include a greater variety of I/O devices and specialized
processing components, a complete system virtualization
layer, that encompasses all of the hardware components,
will most likely be difficult to achieve. For these situa-
tions it will be necessary to develop new techniques for
partitioning the hardware in question and exposing it to
the appropriate system stack. For some hardware devices
this should be fairly straightforward as virtualization tech-
niques exist to assign non-virtualized hardware to a guest
OS, however for others (such as specialized CPU cores)
this is likely to be more difficult. Nevertheless, we do not
believe these issues to pose a serious hindrance to the de-
velopment of our approach.

4 Beyond Exascale
As datacenter and cloud service environments continue to
expand and grow, many of the solutions generated by the
HPC community are finding their way into commodity
systems. Many scientists and HPC application developers
are also seriously considering cloud based environments
as a potential substrate for their computational needs. As
this occurs, many of the same problems and issues we
are addressing for exascale will be faced by cloud ser-
vice providers. The ability to fully partition a large scale
system into fully isolated components, as described in this
paper, is likely to become very useful as HPC applications
begin to share systems with commodity cloud workloads.
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